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SUMMARY
There is an increasing interest in the use of hospital admission for Chronic obstructive pulmonary disease (COPD) in studies of short-term ex-

posure effects attributed to air pollutants. However, little is known about the effect of air pollutants on COPD symptoms. This study was undertaken 
to determine whether there was an association between air pollutant levels and both hospital admissions and symptoms for COPD. For model 
comparison, we present Generalized Linear Model, Generalized Additive Model and a general approach for Bayesian inference via Markov chain 
Monte Carlo in generalized additive model. Furthermore, for comparing the predictive accuracy, Artificial Neural Networks (ANN) approach is given.

Key words: chronic obstructive pulmonary disease, Generalized Additive Model, Bayesian, WinBUGS, hospital admission, air pollution

Address for correspondence: M. A. Cengiz, Department of Statistics, University of Ondokuz Mayis, Samsun, Turkey. E-mail: macengiz@omu.edu.tr

COMPARING MODELS OF THE EFFECT OF 
AIR POLLUTANTS ON HOSPITAL ADMISSIONS 
AND SYMPTOMS FOR CHRONIC OBSTRUCTIVE 
PULMONARY DISEASE
Mehmet Ali Cengiz, Yuksel Terzi
Department of Statistics, University of Ondokuz Mayıs, Samsun, Turkey

INTRODUCTION

Chronic obstructive pulmonary disease (COPD) is a group of 
diseases characterized by airflow obstruction that can be associ-
ated with breathing-related symptoms (e.g., cough, exertional 
dyspnea, expectoration, and wheeze). There is an increasing 
interest in the use of hospital admission data in studies of short-
term exposure effects attributed to air pollutants. Considerable 
attention has been paid to vulnerable individuals such as subjects 
suffering from a chronic obstructive pulmonary disease (COPD). 
Numerous studies have investigated the relationship between air 
pollution and hospital admissions for COPD (1–18). 

Generalised Additive Model (GAM) (19) has become the most 
widely used method for assessing the short-term health effects 
of air pollution. GAM models provide a flexible alternative to 
parametric regression models. GAM provides a powerful class 
of models for modelling nonlinear effects of continuous covari-
ates in regression models with non-Gaussian responses. A huge 
variety of competing approaches are now available for modelling 
and estimating nonlinear functions of continuous covariates. 
Prominent examples are smoothing splines (20), local polynomials 
(21), regression splines with adaptive knot selection (22–24) and 
P-splines (25, 26). Currently, smoothing based on mixed model 
representations of GAMs and extensions is extremely popular 
(27–30). Schwartz and Marcus focuse on GAM for model selec-
tion in multiple Poisson regression for modelling associations 
between air pollution and increases in hospital admissions for 
respiratory disease (7).

The Bayesian inference for generalized additive model enjoys 
the flexibility of nonparametric models and the exact inference 
provided by the Bayesian inferential machinery. It is this combi-

nation that makes Bayesian nonparametric modelling so attrac-
tive (30, 31). Bayesian approaches are currently either based on 
regression splines with adaptive knot selection (32–37) or on 
smoothness priors (20, 38, 39). Crainiceanu et al. provide a sim-
ple set of programmes for the implementation of nonparametric 
Bayesian analysis in WinBUGS using Penalized Spline Regres-
sion (40). Brezger and Lang provide Bayesian semiparametric 
regression based on smoothness priors and Markov chain Monte 
Carlo (MCMC) simulation techniques (41).

While adverse effects of exposure to air pollutants and hospital 
admissions for COPD are well studied, little is known about the 
effect of air pollutants on COPD symptoms. This study focuses 
on modelling air pollution and both symptoms and hospital ad-
missions (assuming that  consecutive outcomes are independent) 
for COPD to the Afyon Respiratory Disease Hospital between  
1 October 2007–30 September 2009.

The goal of this paper is not to discuss generalized additive 
model, Bayesian methodology, or provide novel modelling tech-
niques. Firstly, we compare GLM (Multiple Poisson Regression),  
GAM and GAM with a Bayesian approach in WinBUGS (42), 
which has become the standard software for Bayesian analysis 
for modelling the association between air pollution, and both 
symptoms and hospital admissions for COPD using Akaiki In-
formation Criteria (AIC), Bayesian Information Criteria (BIC), 
and Deviance Information Criteria (DIC).

Secondly, this study compares the predictive accuracy of four 
modelling techniques for modelling the association between 
air pollution, and both symptoms and hospital admissions for 
COPD. The methods used are GLM (Multiple Poisson Regres-
sion), GAM, Bayesian GAM and Artificial Neural Networks 
(ANN).
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MATERIALS AND METHODS

GAM is a statistical model for blending properties of general-
ized linear models with additive models. For a Generalized Linear 
Model (GLM) with a log link function, we specify the expectation 
of a random variable Yt as 

Refer to (43) for a detailed discussion of GLMs. Here Yt de-
notes counts of the records of hospital admissions from respiratory 
disease and xt = (xt,l,..., xt ,r)´ denotes the explanatory variables at 
time t. We assume an overdispersed Poisson model estimated 
using a quasi-likelihood approach. 

A nonparametric alternative to the parametric GLM is the 
Generalized Additive Model (GAM). GAM allows non-linear 
relations between the response variable and each explanatory 
variable (19). For GAM, we assume 

where each gi is a smooth, possibly non-linear, univariate func-
tion. Any of the gi can be made linear to obtain a semi-parametric 
model. As with GLM, we use quasi-likelihood estimation. Cubic 
smoothing spline’s were used to estimate the non-parametric 
functions gi. 

This study presents the relations between the whole hos-
pitalized patients, cases with respiratory disease in the Afyon 
Respiratory Disease Hospital and the measures of air pollution 
at the city centre. This study was performed by retrospective 
evaluation of the patient’s records from 1 October 2006–30 
September 2009. SO2 (Sulfur dioxide)-PM10 (Particulate 
matter) values related to the same period were extracted from 
the archives of the Afyon Environmental Department Air Pol-
lution Unit. Weekly records of hospital admissions, number 
of patients with caught, number of patients with exertional 
dyspnea, and number of patients with expectoration for COPD 
were obtained from the Afyon State Hospital for the period 
from October 2006–November 2009. Weekly average levels 
of SO2 and PM10 were obtained from the environmental state 
agency. Weekly counts of hospital admissions, number of pa-
tients with cough, number of patients with exertional dyspnea, 

and number of patients with expectoration for COPD were 
considered as the dependent variable of pollutants in Poisson 
regression model.

The first goal of this analysis is to identify associations between 
air pollution and hospital admissions, number of patients with 
cough, number of patients with exertional dyspnea and number 
of patients with expectoration for COPD using multiple Poisson 
regression in GLM context. So we used PROC GENMOD in SAS 
ver. 9.3 Software to investigate the relationship among hospital 
admissions, number of patients with cough, number of patients 
with exertional dyspnea, number of patients with expectoration, 
and the predictors (SO2 and PM10). We specified the lag between 
exposure (weekly admission counts and the number of patients) 
and response (weekly average levels of pollutants).

RESULTS

Results of the independent variable effects analysis are shown 
in Table 1.

The analysis of parameter estimates results show that the effect 
of PM10 on hospital admissions, number of patients with cough, 
number of patients with exertional dyspnea, and number of pa-
tients with expectoration is highly significant and the effect of SO2 
on hospital admissions, number of patients with cough, number 
of patients with exertional dyspnea, and number of patients with 
expectoration is insignificant at the 5% level.

Standard multiple Poisson regression assumes a strict linear 
relationship between the response and the predictors. We now 
investigate less restrictive models using GAM with moderately 
flexible spline terms for each of the predictors. We prefer addi-
tive models using a univariate smoothing spline for each term. 
Each term is fit using a univariate smoothing spline with three 
degrees of freedom. 

We obtained the plots of predictions against predictor given in 
Figure 1 using PROC GAM in SAS. The plots in Figure 1 show 
that the partial predictions corresponding to SO2 have a quadratic 
pattern while PM10 have relatively a linear pattern for all models. 

The plots in Figure 1 show the fact that the GLM (multiple 
Poisson regression) only includes a linear effect in SO2 for all 
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Model Parameter Estimate Standard error P

Number of admissions
Intercept 0.1507 0.1805 0.4039
SO2 0.0015 0.0014 0.2809
PM10 0.0045 0.0014 0.0018

Number of patients with cough
Intercept −0.1112 0.2058 0.5889
SO2 0.0016 0.0016 0.3149
PM10 0.0044 0.0015 0.0043

Number of patients with exertional dyspnea
Intercept −0.1112 0.2058 0.5889
SO2 0.0016 0.0016 0.3149
PM10 0.0044 0.0015 0.0043

Number of patients with expectoration
Intercept −0,2202 0.2066 0.2864
SO2 0.0013 0.0016 0.4243
PM10 0.0055 0.0015 0.0003

Table 1. Results of the independent variable effects analysis using GLM
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models whereas the GAM model allows a more complex relation-
ship, which the plots indicate, is quadratic. Having used the GAM 
procedure to discover an appropriate form of the dependence of 
hospital admissions, number of patients with cough, number of 
patients with exertional dyspnea, and number of patients with 
expectoration on each of two independent variables, we use 
semiparametric model including linear SO2, PM10 and quadratic 
g(SO2) = SO2*SO2 and PM10  terms. Results of the analysis of 
parameter estimates were given in Table 2.

For Bayesian approach, we investigated model efficacy in 
Bayesian semiparametric regression using MCMC and WIN-
BUGS to generate chains of length 5000 after a burn-in of 5000, 
resulting in posterior samples of size 1000. Also we used diffuse 
priors β0, β1, β2 independent N (0,108). For model comparison, 
the Akaike information criterion (AIC), the Bayesian information 
criterion (BIC) for GLM and GAM and Deviance Information 
Criteria (DIC) for GAM with Bayesian approach were calculated 
for all models. The results are shown in Table 3.

Fig. 1. The plots of predictions against predictor for all models.

Model Parameter Estimate Standard error P

Number of admissions

Intercept −0.3711 0.2498 0.1374
SO2 0.0199 0.0058 0.0006
g(SO2) −0.0001 0.0000 0.0012
PM10 0.0038 0.0013 0.0047

Number of patients with cough

Intercept −0.4932 0.2773 0.0753
SO2 0.0152 0.0065 0.0184
g(SO2) −0.0001 0.0000 0.0300
PM10 0.0039 0.0015 0.0114

Number of patients with exertional dyspnea

Intercept −0.3598 0.2509 0.1515
SO2 0.0195 0.0058 0.0008
g(SO2) −0.0001 0.0000 0.0016
PM10 0.0037 0.0013 0.0063

Number of patients with expectoration

Intercept −0.6722 0.2817 0.0170
SO2 0.0175 0.0066 0.0081
g(SO2) −0.0001 0.0000 0.0119
PM10 0.0049 0.0015 0.0014

Table 2. Results of the analysis of parameter estimates using GAM

Number of admissions Number of patients with cough

Number of patients with exertional dyspnea Number of patients with expectoration
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AIC and BIC are criterions for model selection among a finite 
set of models. DIC is a hierarchical modelling generalization of 
AIC and BIC. It is particularly useful in Bayesian model selection 
problems where the posterior distributions of models have been 
obtained by MCMC simulation. The idea in comparison is that 
models with smaller AIC, BIC and DIC should be preferred to 
models with larger ones.

In order to compare the predictive accuracy for all models, an 
Artificial Neural Network approach was also considered. The main 
concept is to use pollution data as input parameters to predict the 
weekly hospital admissions, number of patients with cough, number 
of patients with exertional dyspnea, and number of patients with 
expectoration (output parameter). In our study a feed forward multi 
layer network architecture (ANN1) and a radial basis function ap-
proach (ANN2), which are widely used in ANN applications, were 
employed. For training and testing the proposed ANN model of the 
overall data set was randomly divided into two separate sets. The 
first set, namely the training set, consisted of 75% data records 
while the remaining 25% of the data records formed the test set. 
For comparison, the overall data set was divided the same way with 
ANN approach for GLM (Multiple Poisson Regression), GAM and 
Bayesian GAM. Table 4 provides RMSE and MAPE values for all 
models with five different approaches.

CONCLUSIONS

In this study, we used a standard Poisson regression and found 
association between SO2 and hospital admissions, number of 
patients with cough, number of patients with exertional dyspnea, 
and number of patients with expectoration and no association 
between PM10 and hospital admissions, number of patients with 
cough, number of patients with exertional dyspnea, and number of 
patients with expectoration. Then we used the generalized addi-
tive model (GAM) of Poisson regression with a cubic spline and 
realised that the partial predictions corresponding to PM10 have 
a linear pattern and to SO2 have not a quadratic pattern at 0.05 

significance level for all models used. Quadratic terms for SO2  
for all models have negative effects on the number of admissions 
and the other dependent variables. We can interpret that as the 
level of SO2 increases until a certain level, the number of admis-
sions and the other dependent variables (number of patients with 
cough, number of patients with exertional dyspnea, and number 
of patients with expectoration) will increase. After that certain 
level, the number of admissions will be stable.

We selected the new independent variable structure using GAM 
with a cubic spline. An important difference between the first 
analysis of this data with a standard Poisson regression (GLM) 
and the subsequent analysis with GAM is that GAM indicates that 
SO2 is a significant predictor of the weekly hospital admissions, 
number of patients with cough, number of patients with exertional 
dyspnea, and number of patients with expectoration. The differ-
ence is due to the fact that the standard Poisson regression model 
only includes a linear effect in SO2 whereas the GAM model 
allows a more complex relationship, which the plots indicate, is 
nearly quadratic. Having used the GAM procedure to discover 
an appropriate form of the dependence of hospital admissions, 
number of patients with cough, number of patients with exertional 
dyspnea, and number of patients with expectoration on each of 
two independent variables, you can use the standard Poisson 
regression to fit and assess the corresponding parametric model. 
So we see that GAM is very useful in visualizing the data and 
detecting the nonlinearity among the variables.

We also used a Bayesian approach for all models used. AIC, 
BIC for GLM and GAM and Deviance Information Criteria (DIC) 
for GAM with Bayesian approach were calculated for all models.  
The results in Table 3 show that Bayesian GAM approach gives 
smaller AIC and BIC values than GLM and GAM. 

We used two Artificial Neural Network approaches (ANN1 
and ANN2) for comparing the predictive accuracy for all models. 
Although multi-layer network architecture (ANN1) and a radial 
basis function approach (ANN2) gives similar RMSE and MAPE 
values, Bayesian approach gives much smaller RMSE and MAPE 
values than ANN approaches, GLM and GAM.

Model
GLM GAM Bayesian GAM

AIC BIC AIC BIC AIC BIC DIC
Number of admissions 395.34 397.59 381.38 391.84 351.23 353.21 329.87
Number of patients with cough 374.88 377.16 341.32 351.78 331.12 333.18 327.36
Number of patients with exertional dyspnea 391.43 395.93 380.84 390.88 350.13 351.18 328.36
Number of patients with expectoration 364.14 367.12 334.62 345.08 298.12 299.18 278.36

Table 3. Results for model comparison

Model
GLM GAM Bayesian GAM ANN1 ANN2

RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE
Number of admissions 2.67 4.98 2.42 4.68 2.12 3.99 2.43 4.71 2.38 4.54
Number of patients with cough 1.68 3.85 1.61 3.72 1.44 3.35 1.58 3.68 1.58 3.59
Number of patients with exertional dyspnea 2.54 4.83 2.33 4.71 2.02 3.55 2.35 4.64 2.25 4.41
Number of patients with expectoration 1.50 3.34 1.38 3.21 1.31 2.88 1.41 3.19 1.36 3.01

Table 4. Results for the predictive performance for all models
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