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SUMMARY

**Aim:** Knowledge of the causes of deaths in Slovakia is lacking. This is significant because diet and lifestyle factors are different in central Europe compared to Western, Northern and Southern Europe. This study aims to discern trends of age-adjusted mortality rates caused by various diseases in relation to demographic factors.

The aim of our study was to find certain statistical aspects including trends of age-adjusted mortality rates caused by neoplastic (Chapter II) and circulatory diseases (Chapter IX) in the Slovak population in relation to available demographic factors (sex, region and calendar year of death).

**Methods:** Dataset of individual deaths in Slovakia with certain demographic factors (sex, region and calendar year of death) during 1996–2013 were provided by the Slovak National Center of Health Informatics. Regression and correlation analyses and analyses of variance and of covariance were used to yield the level of significance.

**Results:** We found significant differences of age-adjusted mortality rates between men and women, between Chapter II and Chapter IX and among Slovak regions. Age-adjusted mortality rates decline significantly in most regions for both sexes with the exception of stagnation in four regions in a group of Chapter II women (Košice, Nitra, Trenčín and Žilina) and one region in Chapter IX, also in group of women (Žilina).

**Conclusions:** Mortalities caused either by Chapter II or Chapter IX diseases are significantly dependent on chapter, sex and region with mortalities either declining or stagnating.
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INTRODUCTION

Mortality is a reliable picture of public health (1). It’s also the most accurate way to measure health (2). It is generally believed that the most important causes of death also have the sharpest social slope (3). The basic prerequisite for research of disparities in mortality is that the disparity results from social assumptions that are not biologically set (4). Although it cannot be ruled out that social differences in mortality could have a biological foundation, they are developing through social mechanisms and social environment. Socioeconomic differences in mortality were historically the lowest in the Netherlands, Denmark, Norway and Sweden. The greatest differences in mortality were in France, Italy, the US and Finland. Despite the very high level of social inequality in the US, this country does not have higher differences in mortality compared to the countries where this disparity was minimal (5). According to the results of several research studies, on average, women have worse health than men, though expectations of higher life expectancy of women are higher among women (6–8). Some experts point to the importance of social differences between men and their impact on mortality (9, 10), while Klein (11) indicates that in the lowest social class, there are no gender differences in mortality. Reasons of physical handicaps of women are not known yet. As the main biological differences are set – different physical conditions and health and mortality trajectories (12, 13). In general, women exhibit better health behaviour (14). The differences in mortality between the sexes arise from the interplay of physiological, psychological and behavioural differences. Klein (11) in his study reported that higher mortality in men is due to different physical structure than women and more stressful role in society. Bassuk et al. (15) reported that in men education, income and occupational prestige are significant predictors of mortality, while women only the income has a particularly important role. Lampert (16) in his research studies found that gender differences between the sexes can be seen also at work, health status and health behaviour. Health behaviour, attitudes, habits and
etc. are connected to the material sources of an individual. The most commonly examined factors of health behaviour studied in epidemiology include smoking, alcohol consumption, obesity and physical activity. Some psychosocial factors used in the literature as a relative social status, integration, stress and etc. are difficult to measure and have complex concepts explaining their impact on mortality. It also causes problems with the unification of the results from these trials. Beckett (17) argues that social support and stress factors are more important determinants of health than traditional risk factors (smoking, alcohol consumption, physical activity). These factors create a relationship between socioeconomic status, health and mortality (18).

These mentioned research studies confirm significant heterogeneity in the results, as well as the complexity in explicitly defining the trajectories of the impact of various factors on mortality. This is due to different target orientation of many research teams' research studies in pursuit of psychological, social, economic, medical aspects in the development of mortality. Much more clearly can be seen the results of research studies when examining the impact of gender and age, as core variables affecting differences in mortality of individual groups of diseases. When examining mortality from cardiovascular disease, numerous research teams link the gender difference in mortality with socio-economic status (19–21) or concentrate on major risk factors (22–24).

It is well known fact that more than three fourths of deaths in Slovakia are caused by diseases from Chapter II (neoplasms, C00-D48, ICD – International Statistical Classification of Diseases and Related Health Problems) or from Chapter IX (circulatory system diseases 100-199). The corresponding proportions during 1996–2013 were 22.7% and 54.0% (together 76.7%). Overall absolute number of deaths caused by neoplastic diseases or by circulatory diseases was 764,402 (228,009 + 536,393). Main objective of our paper is to find some statistical aspects including trends of age-adjusted mortality rates of neoplastic and circulatory diseases per 100,000 persons of Slovak population in relation with available demographic factors (chapter of ICD, sex, region and calendar year of death).

MATERIALS AND METHODS

Slovak National Center of Health Informatics offered us data about individual cases of deaths in Slovakia with some demographic (or socioeconomic) factors during 1996–2013. Individual cases were aggregated to obtain overall counts of deaths in corresponding ICD chapter, sex, region and calendar year of death. For purpose of comparisons the counts were adjusted by direct standardisation to age-adjusted mortality rates according to age and to sex. Reference population was EU population in standard 5-year age intervals for both sexes.

Age-adjusted mortality rates eliminate the difference in mortality rates due to a population’s age profile and are comparable across countries and regions and over time. They are calculated by applying the age-specific death rates of one region to the age distribution of a standard population (25). Final values of age-adjusted mortality rates per 100,000 persons (AAMR) were used for our comparative analyses. However, they should be viewed as relative indexes rather than as actual measures of mortality risk. Synonym for of age-adjusted mortality rate is age-adjusted death rate (26).

Important point is that any adjusted rate, no matter which method of adjustment is used, has meaning only when compared with a similarly adjusted rate. Its value means little itself (27).

Beside basic descriptive statistics we used regression and correlation analyses and analysis of variance (ANOVA) and analysis of covariance (ANCOVA). Regression and correlation analyses were used for trend estimations of age-adjusted mortality rates per 100,000 persons for separate regions during 1996–2013. Analysis of covariance was used for comparisons based on three categorical factors (chapter, sex and region) and one continuous variable (calendar year of death). We have found ANCOVA useful in testing of regression (slope) parameters equality. The testing can be done also by regression analysis with dummy variables but it is rather slow and complicated approach. That is why we used ANCOVA. One of assumption of ANOVA or ANCOVA is homogeneity of variances in compared groups (tested by Levene homogeneity-of-variance test).

In our case it is not fulfilled. Because of non-homogeneity of variances, we used nonparametric Kruskal-Wallis test with stepwise stepdown multiple comparisons for attainment of homogenous subgroups (IBM SPSS). Another assumption is that each group is an independent random sample from a normal population. ANOVA is robust to departures from normality but the data should be symmetric. An assumption underlying the correct usage of ANCOVA is that the regression slopes associated with the categorical factors are equal (28). As we shall show later in our case this assumption is mostly violated. Luckily in our case it is the most common and least serious problem. Adjusted means are different and one group is above the other group regardless of the level of calendar year. But corresponding trend linear regression lines do not intersect.

RESULTS

Table 1 shows the basic statistical parameters of age-adjusted mortality rates per 100,000 persons of EU population by sex and region. We can see that both means and standard deviations of AAMR values in group of men are larger in both chapters in comparison with group of women. So spread of data is larger in men group. As we shall see later it is caused mainly by significant declines of AAMR in time. In case of women it is not so often. Our approach was to compare what is comparable (e.g. to compare AAMR of men in one region with AAMR of women in another region is nonsense, „apples with oranges“). But to compare for example AAMR of men with AAMR of women in the same region is OK. Of course we consider the same ICD chapter in both cases. In tables and in graphs we use common abbreviations of Slovak regions: BC (Banská Bystrica), BL (Bratislava), KE (Košice), NI (Nitra), PV (Prešov), TA (Trnava), TC (Trenčín) and ZA (Žilina).

Histograms in Figure 1 present distributions of age-adjusted mortality rates per 100,000 persons by chapter and by sex. At first sight they seem different between chapters and also between sexes. Later we will show that they are really different.

Possible differences among regions can be presented by error bar plots. Corresponding 95% confidence intervals of mean are depicted in error bar graphs (Figures 2–5). Let us make some conclusions from them. In Figure 2 it seems that values of age-
### Table 1. Statistical parameters of age-adjusted mortality rates per 100,000 persons by chapter, by sex and by region

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Sex</th>
<th>Region</th>
<th>Mean</th>
<th>Median</th>
<th>SD</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>II</td>
<td>Men</td>
<td>BC</td>
<td>481.3</td>
<td>470.5</td>
<td>35.26</td>
<td>424.2</td>
<td>571.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BL</td>
<td>454.1</td>
<td>466.5</td>
<td>34.95</td>
<td>385.6</td>
<td>529.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KE</td>
<td>474.4</td>
<td>473.9</td>
<td>39.34</td>
<td>414.2</td>
<td>533.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NI</td>
<td>512.5</td>
<td>505.0</td>
<td>34.14</td>
<td>464.6</td>
<td>586.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PV</td>
<td>452.6</td>
<td>453.3</td>
<td>34.21</td>
<td>392.4</td>
<td>506.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TA</td>
<td>510.8</td>
<td>501.9</td>
<td>25.47</td>
<td>475.0</td>
<td>560.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC</td>
<td>448.3</td>
<td>447.0</td>
<td>31.00</td>
<td>395.1</td>
<td>527.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ZA</td>
<td>480.3</td>
<td>473.8</td>
<td>34.30</td>
<td>421.9</td>
<td>536.1</td>
</tr>
<tr>
<td>Women</td>
<td></td>
<td>BC</td>
<td>220.3</td>
<td>221.1</td>
<td>11.96</td>
<td>196.7</td>
<td>240.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BL</td>
<td>259.6</td>
<td>258.3</td>
<td>18.76</td>
<td>228.1</td>
<td>292.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KE</td>
<td>227.4</td>
<td>226.6</td>
<td>14.97</td>
<td>212.9</td>
<td>266.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NI</td>
<td>249.0</td>
<td>251.0</td>
<td>13.47</td>
<td>220.0</td>
<td>267.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PV</td>
<td>199.2</td>
<td>199.1</td>
<td>9.45</td>
<td>179.0</td>
<td>218.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TA</td>
<td>249.3</td>
<td>246.6</td>
<td>16.05</td>
<td>225.6</td>
<td>287.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC</td>
<td>218.5</td>
<td>217.1</td>
<td>9.23</td>
<td>201.6</td>
<td>243.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ZA</td>
<td>223.1</td>
<td>222.4</td>
<td>10.38</td>
<td>199.9</td>
<td>239.8</td>
</tr>
<tr>
<td>IX</td>
<td>Men</td>
<td>BC</td>
<td>1,243.5</td>
<td>1,283.4</td>
<td>127.09</td>
<td>971.9</td>
<td>1,442.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BL</td>
<td>1,010.4</td>
<td>1,036.2</td>
<td>130.93</td>
<td>748.8</td>
<td>1,238.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KE</td>
<td>1,236.2</td>
<td>1,251.0</td>
<td>109.52</td>
<td>962.5</td>
<td>1,390.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NI</td>
<td>1,193.7</td>
<td>1,205.4</td>
<td>106.32</td>
<td>949.3</td>
<td>1,333.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PV</td>
<td>1,188.9</td>
<td>1,213.6</td>
<td>114.36</td>
<td>980.1</td>
<td>1,363.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TA</td>
<td>1,159.6</td>
<td>1,170.0</td>
<td>121.59</td>
<td>885.2</td>
<td>1,337.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC</td>
<td>1,144.3</td>
<td>1,172.8</td>
<td>119.86</td>
<td>886.6</td>
<td>1,331.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ZA</td>
<td>1,150.2</td>
<td>1,161.8</td>
<td>96.87</td>
<td>982.2</td>
<td>1,381.9</td>
</tr>
<tr>
<td>Women</td>
<td></td>
<td>BC</td>
<td>902.1</td>
<td>931.2</td>
<td>86.34</td>
<td>703.6</td>
<td>1,025.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BL</td>
<td>756.4</td>
<td>792.5</td>
<td>94.36</td>
<td>569.3</td>
<td>905.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KE</td>
<td>912.1</td>
<td>919.0</td>
<td>85.72</td>
<td>717.8</td>
<td>1,019.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NI</td>
<td>880.7</td>
<td>899.7</td>
<td>67.70</td>
<td>768.0</td>
<td>982.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PV</td>
<td>888.1</td>
<td>897.4</td>
<td>80.74</td>
<td>728.0</td>
<td>1,011.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TA</td>
<td>881.0</td>
<td>891.9</td>
<td>92.77</td>
<td>705.7</td>
<td>1,022.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC</td>
<td>840.9</td>
<td>861.0</td>
<td>73.00</td>
<td>688.9</td>
<td>975.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ZA</td>
<td>827.1</td>
<td>845.5</td>
<td>49.84</td>
<td>732.2</td>
<td>909.4</td>
</tr>
</tbody>
</table>

Adjusted mortality rates per 100,000 persons in regions Bratislava, Prešov and Trenčín are in average smaller (better) than they are in regions Nitra and Trnava for diseases from Chapter II. In case of women the regions – Bratislava, Nitra and Trnava are worse than all other regions.

In diseases from Chapter IX the situation is much different. All regions except Bratislava are roughly on one level. But we need to prove any such differences statistically. It can be done by three-way ANOVA with categorical factors (chapter, sex and region). Homogenous subsets can be found by post hoc tests.

We shall not present all reports of ANOVA and ANCOVA. In Table 2 there is report of testing the null hypothesis that the variance of the dependent variable is equal across groups. The test is significant (p < 0.001). So any statements about differences are questionable. Luckily we can use nonparametric Kruskal-Wallis test which does not require equal variances.
Nevertheless, it is useful to present the main table of parametric ANOVA analyses. In Table 3 there are F tests of all involved factors in selected form of model. In our case we apply also multiplication terms with purpose to test possible interaction influences. We see that all terms are significant except term sex * region and chapter * sex * region. It means that age-adjusted mortality rates are dependent on all categorical factors (chapter, sex and region). AAMR values are different in compared chapters regardless of sex and region. Also they are different in compared sexes (ignoring chapter and region). At last they are different in compared regions regardless chapter and sex. What else they are dependent also on combination of chapter by sex and chapter by region.

The interaction term tests whether the effect of one factor on the dependent variable (AAMR) is different depending on which level of the other factor is being considered.

**Table 2. Result of Levene’s homogeneity-of-variance test of age-adjusted mortality rates**

<table>
<thead>
<tr>
<th>Source</th>
<th>F (Degrees of freedom 1)</th>
<th>F (Degrees of freedom 2)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>12.016 (31)</td>
<td>544</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

**Table 3. Basic three way ANOVA table of age-adjusted mortality rates per 100,000 persons by chapter, by sex and by region**

<table>
<thead>
<tr>
<th>Source</th>
<th>Type III Sum of squares</th>
<th>Degrees of freedom</th>
<th>Mean square</th>
<th>F</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corrected model</td>
<td>74830385.899</td>
<td>31</td>
<td>2413883.4</td>
<td>454.4</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Intercept</td>
<td>269188090.2</td>
<td>1</td>
<td>269188090.2</td>
<td>50668.5</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Chapter</td>
<td>62656416.4</td>
<td>1</td>
<td>62656416.4</td>
<td>11793.6</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Sex</td>
<td>10920276.8</td>
<td>1</td>
<td>10920276.8</td>
<td>2055.5</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Region</td>
<td>517337.0</td>
<td>7</td>
<td>73905.3</td>
<td>13.9</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Chapter * sex</td>
<td>124583.5</td>
<td>1</td>
<td>124583.5</td>
<td>23.5</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Chapter * region</td>
<td>528459.0</td>
<td>7</td>
<td>75494.1</td>
<td>14.2</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Sex * region</td>
<td>69711.2</td>
<td>7</td>
<td>9958.7</td>
<td>1.9</td>
<td>0.071</td>
</tr>
<tr>
<td>Chapter * sex * region</td>
<td>13601.9</td>
<td>7</td>
<td>1943.1</td>
<td>0.4</td>
<td>0.922</td>
</tr>
<tr>
<td>Error</td>
<td>2890122.6</td>
<td>544</td>
<td>5312.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>346908598.7</td>
<td>576</td>
<td>346908598.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corrected total</td>
<td>77720508.5</td>
<td>575</td>
<td>77720508.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In our case it investigates whether the effect of sex on AAMR is the same (not significant interaction) or different (significant interaction) for Chapter II and for Chapter IX.

It is symmetrical case we can also ask about the effect of chapters on AAMR for group of men and group of women.

**Fig. 2.** Error bar plot of age-adjusted mortality rates per 100,000 persons in separate regions in Chapter II for men.

**Fig. 3.** Error bar plot of age-adjusted mortality rates per 100,000 persons in separate regions in Chapter II for women.

**Fig. 4.** Error bar plot of age-adjusted mortality rates per 100,000 persons in separate regions in Chapter IX for men.
Second significant interaction term tells us that effect of region on AAMR is dependent on chapter. Or we can say that the effect of chapter on AAMR depends on region.

From results of ANOVA (Tables 4, 5) it is clear that difference of AAMR values between chapters and sex is significant ($p < 0.001$). So AAMR is larger in Chapter IX in comparison with AAMR in Chapter II. And it is larger in group of men than in group of women.

But situation is not so clear in case of regions (Table 6).

Now we want to find possible differences of age-adjusted mortality rates among Slovak regions. In spite of non-homogeneous variance there is simple solution. We need to split output by both chapter and sex. Then we can find homogenous subsets of regions according to corresponding AAMR values by one-way nonparametric ANOVA Kruskal-Wallis test and its enhancement. Each row in stepwise stepdown multiple comparisons table in the sample group corresponds to a separate related sample (represented in the data by separate fields). Samples that are not statistically significantly different are grouped into same-coloured subsets; there is a separate column for each identified subset. When all samples are statistically significantly different, there is a separate subset for each sample. When none of the samples are statistically significantly different, there is a single subset. Each cell shows the sample average rank of AAMR. Significance level is 0.05.

We see that in case of Chapter II and men three of four homogeneous subsets overlap (Table 7). Only the fourth subset of Nitra and Trnava regions is distinct. These two regions are relatively and significantly worse than other regions. The best one is Trenčín region but it is not statistically better than are regions – Prešov, Bratislava and Košice.

In case of women the situation is different (Table 8). There are three distinct subsets of regions. When subset contains only one sample then of course it is not possible to compute test statistics. This is the case of the best Prešov region. Among the worst regions are Trnava, Nitra and Bratislava. Medium regions are: Trenčín, Banská Bystrica, Žilina and Košice.

On contrary in group of men and diseases of Chapter IX, Bratislava is the best region (Table 9). Other regions form two overlapping subsets. Banská Bystrica region is the worst one but is not different from regions: Košice, Nitra, Prešov, Trnava and Trenčín.

**Table 4. Statistical parameters of age-adjusted mortality rates per 100,000 persons by chapter**

<table>
<thead>
<tr>
<th>Chapter</th>
<th>N</th>
<th>Mean</th>
<th>Median</th>
<th>SD</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>II</td>
<td>288</td>
<td>353.8</td>
<td>338.8</td>
<td>127.50</td>
<td>179.0</td>
<td>586.8</td>
</tr>
<tr>
<td>IX</td>
<td>288</td>
<td>1,013.4</td>
<td>980.3</td>
<td>190.34</td>
<td>569.3</td>
<td>1,442.6</td>
</tr>
<tr>
<td>Total</td>
<td>576</td>
<td>683.6</td>
<td>579.1</td>
<td>367.65</td>
<td>179.0</td>
<td>1,442.6</td>
</tr>
</tbody>
</table>

**Table 5. Statistical parameters of age-adjusted mortality rates per 100,000 persons by sex**

<table>
<thead>
<tr>
<th>Sex</th>
<th>N</th>
<th>Mean</th>
<th>Median</th>
<th>SD</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>288</td>
<td>821.3</td>
<td>667.8</td>
<td>358.70</td>
<td>385.6</td>
<td>1,442.6</td>
</tr>
<tr>
<td>Women</td>
<td>288</td>
<td>545.9</td>
<td>430.7</td>
<td>322.62</td>
<td>179.0</td>
<td>1,025.7</td>
</tr>
<tr>
<td>Total</td>
<td>576</td>
<td>683.6</td>
<td>579.1</td>
<td>367.65</td>
<td>179.0</td>
<td>1,442.6</td>
</tr>
</tbody>
</table>

**Table 6. Statistical parameters of age-adjusted mortality rates per 100,000 persons by region**

<table>
<thead>
<tr>
<th>Region</th>
<th>N</th>
<th>Mean</th>
<th>Median</th>
<th>SD</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Banská Bystrica</td>
<td>72</td>
<td>711.8</td>
<td>637.5</td>
<td>401.91</td>
<td>196.7</td>
<td>1,442.6</td>
</tr>
<tr>
<td>Bratislava</td>
<td>72</td>
<td>620.1</td>
<td>549.3</td>
<td>299.77</td>
<td>228.1</td>
<td>1,238.3</td>
</tr>
<tr>
<td>Košice</td>
<td>72</td>
<td>712.5</td>
<td>625.7</td>
<td>398.37</td>
<td>212.9</td>
<td>1,390.9</td>
</tr>
<tr>
<td>Nitra</td>
<td>72</td>
<td>709.0</td>
<td>677.4</td>
<td>366.87</td>
<td>220.0</td>
<td>1,333.6</td>
</tr>
<tr>
<td>Prešov</td>
<td>72</td>
<td>682.2</td>
<td>617.3</td>
<td>391.57</td>
<td>179.0</td>
<td>1,363.1</td>
</tr>
<tr>
<td>Trnava</td>
<td>72</td>
<td>700.2</td>
<td>632.9</td>
<td>358.10</td>
<td>225.6</td>
<td>1,337.0</td>
</tr>
<tr>
<td>Trenčín</td>
<td>72</td>
<td>663.0</td>
<td>608.3</td>
<td>365.36</td>
<td>201.6</td>
<td>1,331.0</td>
</tr>
<tr>
<td>Žilina</td>
<td>72</td>
<td>670.2</td>
<td>634.1</td>
<td>357.25</td>
<td>199.9</td>
<td>1,381.9</td>
</tr>
<tr>
<td>Total</td>
<td>576</td>
<td>683.6</td>
<td>579.1</td>
<td>367.65</td>
<td>179.0</td>
<td>1,442.6</td>
</tr>
</tbody>
</table>
Also in group of women Bratislava is the best region in AAMR values caused by diseases of Chapter IX (Table 10). The worst region is Košice together with regions: Banská Bystrica, Prešov, Nitra, Trnava and Trenčín.

Now we could finish but what if there are significant trends in AAMR values during analysed time interval 1996–2013? And as it will be shown it is the fact. It can be proved by correlation and regression analyses. We used both classic Pearson and robust Spearman correlation coefficients of bivariate correlations between AAMR values and time by chapter, by sex and by region. So we have got 32 (2 × 2 × 8) correlation coefficients and also 32 corresponding regression equations.

We present here only Spearman correlation coefficients of time dependence of AAMR values. Sometimes it is called Daniels test of trend (29). Classic Pearson correlation coefficients have got similar values but they are more sensitive to possible nonlinear trends (concave or convex) and jumps. Spearman correlation coefficients are in Table 11. We see that all coefficients are negative and most of them are significant. So we can say that AAMR values decrease significantly in almost all regions in both Chapters II and Chapter IX and in both sexes with exception of following five cases of stagnation: in Chapter II in group of women there are four regions: Košice, Nitra, Trenčín and Žilina, in Chapter IX in group of women there is Žilina region.

Also we can test equality of regression slopes of men in comparison with women. It can be done easily by interaction term in ANCOVA model. There is not enough space to present all results. So we present only Figures 6–8 of AAMR line plots with corresponding linear trends for both sexes. In parenthesis there are results of ANCOVA test of regression slopes equality between men and women. If test is significant (p < 0.05) then slopes are different. In all graphs upper line plots represent AAMR values in group of men. The lower ones belong to group of women.

Let us start with Chapter II. There are not significant differences in regression slopes between AAMR values of men vs AAMR values of women in case of three – Banská Bystrica, Bratislava and Trnava. On the opposite there are significant differences in regions: Košice (Fig. 6, p < 0.001), Nitra (p < 0.01), Prešov (Fig. 7, p < 0.01), Trenčín (p < 0.01) and Žilina (p < 0.01). All significant differences are caused by larger regression slopes in group of men in comparison with regression slopes in group of women. Either AAMR values decline significantly but with different rates in both

---

**Table 7. Homogenous subsets of regions based on age-adjusted mortality rates of Chapter II and of men**

<table>
<thead>
<tr>
<th>Region</th>
<th>Subset 1</th>
<th>Subset 2</th>
<th>Subset 3</th>
<th>Subset 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC</td>
<td>41.333</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PV</td>
<td>48.167</td>
<td>48.167</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BL</td>
<td>49.444</td>
<td>49.444</td>
<td>49.444</td>
<td></td>
</tr>
<tr>
<td>KE</td>
<td>70.889</td>
<td>70.889</td>
<td>70.889</td>
<td></td>
</tr>
<tr>
<td>BC</td>
<td>76.222</td>
<td>76.222</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ZA</td>
<td>76.833</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NI</td>
<td></td>
<td></td>
<td>107.778</td>
<td></td>
</tr>
<tr>
<td>TA</td>
<td></td>
<td></td>
<td>109.333</td>
<td></td>
</tr>
</tbody>
</table>

Test statistic: 4.746, 7.280, 6.154, 0.025
Adjusted p-value: 0.346, 0.123, 0.198, 1.000

---

**Table 8. Homogenous subsets of regions based on age-adjusted mortality rates of Chapter II and of women**

<table>
<thead>
<tr>
<th>Region</th>
<th>Subset 1</th>
<th>Subset 2</th>
<th>Subset 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV</td>
<td>13.611</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TC</td>
<td>47.722</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BC</td>
<td>54.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ZA</td>
<td>59.778</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KE</td>
<td>66.222</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TA</td>
<td>109.167</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NI</td>
<td>109.500</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BL</td>
<td>120.000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Test statistic: –, 3.817, 3.412
Adjusted p-value: –, 0.484, 0.414

---

**Table 9. Homogenous subsets of regions based on age-adjusted mortality rates of Chapter IX and of men**

<table>
<thead>
<tr>
<th>Region</th>
<th>Subset 1</th>
<th>Subset 2</th>
<th>Subset 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>BL</td>
<td>28.778</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ZA</td>
<td>62.889</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TC</td>
<td>65.056</td>
<td>65.056</td>
<td></td>
</tr>
<tr>
<td>KE</td>
<td>95.333</td>
<td>95.333</td>
<td></td>
</tr>
<tr>
<td>NI</td>
<td>80.833</td>
<td>80.833</td>
<td></td>
</tr>
<tr>
<td>TA</td>
<td>97.500</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Test statistic: –, 9.219, 10.036
Adjusted p-value: –, 0.132, 0.098

---

**Table 10. Homogenous subsets of regions based on age-adjusted mortality rates of Chapter IX and of women**

<table>
<thead>
<tr>
<th>Region</th>
<th>Subset 1</th>
<th>Subset 2</th>
<th>Subset 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>BL</td>
<td>30.722</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ZA</td>
<td>53.833</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TC</td>
<td>62.667</td>
<td>62.667</td>
<td></td>
</tr>
<tr>
<td>KE</td>
<td>96.056</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TA</td>
<td>80.111</td>
<td>80.111</td>
<td></td>
</tr>
<tr>
<td>NI</td>
<td>81.167</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PV</td>
<td>84.167</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BC</td>
<td>91.278</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Test statistic: –, 4.959, 8.616
Adjusted p-value: –, 0.208, 0.164
Table 11. Spearman correlation coefficients among age-adjusted mortality rates and time by Slovak regions and by sex

<table>
<thead>
<tr>
<th>Region</th>
<th>Chapter II</th>
<th>Chapter IX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Men</td>
<td>Women</td>
</tr>
<tr>
<td>BC</td>
<td>−0.573*</td>
<td>−0.492**</td>
</tr>
<tr>
<td>BL</td>
<td>−0.728***</td>
<td>−0.682**</td>
</tr>
<tr>
<td>KE</td>
<td>−0.866***</td>
<td>−0.298</td>
</tr>
<tr>
<td>NI</td>
<td>−0.740***</td>
<td>−0.463</td>
</tr>
<tr>
<td>PV</td>
<td>−0.641**</td>
<td>−0.674**</td>
</tr>
<tr>
<td>TA</td>
<td>−0.474*</td>
<td>−0.616**</td>
</tr>
<tr>
<td>TC</td>
<td>−0.730***</td>
<td>−0.143</td>
</tr>
<tr>
<td>ZA</td>
<td>−0.668**</td>
<td>−0.079</td>
</tr>
</tbody>
</table>

*p<0.05, **p<0.01, ***p<0.001

AAMR values of women in case of five regions – Banská Bystrica, Košice, Trnava, Nitra and Žilina. There are significant differences in three regions: Bratislava (p<0.01), Prešov (p<0.05) and Trenčín (p<0.05). In these regions AAMR values decline significantly but with different slopes between men and women.

DISCUSSION

We wanted to find some statistical aspects including possible trends of age-adjusted mortality rates per 100,000 persons of standard EU population in relation with available demographic factors (Chapter II and Chapter IX of International Statistical Classification of Diseases, sex, region and calendar year of death) during 1996–2013 in Slovak regions.

Our study shows significant differences of age-adjusted mortality rates between men and women (p<0.001). We found significant difference of age-adjusted mortality rates between Chapter II and Chapter IX (p<0.001). Two regions – Nitra and Trnava are worst and different from all other regions in case of Chapter II and group of men (p<0.001). In group of women three regions – Nitra, Trnava and Bratislava are worst and different (p<0.001). On contrary in group of men and Chapter IX the region Bratislava is the best and different one (p<0.001). The same is valid for Chapter IX and group of women.

Values of age-adjusted mortality rates decline significantly in most of regions for both sexes with exception of stagnation in four regions in group of women in Chapter II (Košice, Nitra, Trenčín and Žilina) and one region in Chapter IX also in group of women (Žilina). In Chapter II there are not significant differences in regression slopes between AAMR values of men vs AAMR values of women in case of two regions – Bratislava and Trnava. On the opposite there are significant differences in regions: Košice (p<0.001), Nitra (p<0.01), Prešov (p<0.01), Trenčín (p<0.01) and Žilina (p<0.01). Test value in case of Banská Bystrica is on the boundary of significance. All significant differences are caused by larger regression slopes in group of men in comparison with regression slopes in group of women. The results are different in Chapter IX. There are not significant differences in regression slopes between AAMR values of men...
vs AAMR values of women in case of three regions – Banská Bystrica, Košice and Trnava. There are significant differences in three regions: Bratislava (p < 0.01), Prešov (p < 0.05) and Trenčín (p < 0.05). In these regions AAMR values decline significantly but with different slopes between men and women. On the boundary of significance are two regions – Nitra and Žilina.

CONCLUSIONS

We have got some results of age-adjusted mortality rates in Slovak regions in most frequent causes of death (Chapter II and Chapter IX). Studies at the level of population are greatly required by health policy planners but we are still fighting with the unavailability of data of socioeconomic characteristics (e.g. occupational status, income level, living condition). Similarly, specific data on health behaviours such as smoking, tobacco consumption, physician utilisation, drug utilisation, etc. The regional distribution of the population also has implications for health and healthcare. Since population is older, chronic disease dominate, and raises a need of higher levels of health care resources. The new policy will need to increase the level of care to meet demand.
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